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Recap of Last Week's Session

e Foundations and milestones of Deep Learning
o Architecture and functioning of Neural Networks
e Backpropagation algorithm

e Bias-Variance Tradeoff

Optimizers and Learning Rate Schedulers

e Adversarial Attacks

Understanding Neural Networks through visualizations



This week:

e Semi-supervised learning as the “dark matter of intelligence” (Yann LeCun)
o “Attention is all you need”: the Transformer architecture

e From Transformers to Large Language Models (LLMs) like ChatGPT

e Mechanistic interpretability

e Prompt engineering

e Shoggoth and “Al doomers”

e Theory of mind for LLMs
o Philipp and Vincent's paper: Humans in Humans Out



1. "Dark Matter of Intelligence”

Self-Supervised Learning (SSL)

Model trained on unlabeled data: learns to predict missing parts of the input data (eg. next
word in a sentence or part of an image)

Advantages over supervised learning:

1. Does not require labeled data (expensive, time-consuming and not easily available)

2.Can be used to train models on very large datasets (better performance)

— Yann LeCun: “Dark Matter of Intelligence”



2. Introduction to Attention Mechanism

e Focus on relevant parts of input data to make decisions
o Neural Machine Translation by Jointly Learning to Align and Translate (Bahdanau,
Cho, Bengio, 2014)

e |Improves performance in tasks like machine translation and sequence-to-sequence
learning
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https://arxiv.org/abs/1409.0473

Self-attention: Key Components

e Query, Key, and Value vectors

o Attention scores and weights
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Benefits:

o Better handling of long-range dependencies

o Improved interpretability of model decisions
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3. "Attention is all you need":
Transformer Architecture

o “Attention is All You Need” (Vaswani et al.,
2017)

o Revolutionized NLP, unified NLP and
Computer Vision

o Recurrent and Convolutional layers —
replaced by self-attention

o Key Components:

o Multi-head attention block

o MLP block

o Residual path and Layer Normalization
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The Math, Reminder: MLP

n
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If X is the design matrix, the NN (without the bias terms) is given by:
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The Math, Transformer

Multi-head attention block

0 o(XWo(XWk)") XWy = o (XWoWi X ") XWy
e MLP block:
o c(XWhHw?

e Layer Normalization:

o Every row of X is normalized to have mean 0 and variance 1 (up to learned
scaling and shifting parameters)

Skip connection: we keep adding to the residual path

o X + MHA(X)
o X + MLP(X)
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Pre-Layer Normalization

On Layer Normalization in the Transformer Architecture (Xiong, 2020)
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https://arxiv.org/abs/2002.04745

Transformers: Special case of Graph Neural Networks

o Graph Neural Networks (GNNSs)

o NNs operating on graph-structured data

o Transformers: special case of GNNs. Unordered sequence < a complete graph
o Similarities: Message-passing-like architectures

o Differences: Transformers for sequence data (self-attention), GNNSs for arbitrary
graph structures
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4. From Transformers to Chat Large Language Models (LLMs)

Example: ChatGPT

e Fine-tuned for conversational Al tasks

e Further trained with Reinforcement Learning from Human Feedback (RLHF)
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Step 1

Collect demonstration data
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used to
fine-tune GPT-3.5
with supervised
learning.
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Step 2

Collect comparison data and
train a reward model.
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Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is
sampled from
the dataset.

The PPO model is
initialized from the
supervised policy.

The policy generates
an output.

The reward model
calculates a reward
for the output.

The reward is used
to update the
policy using PPQ.

A=

Write a story
about otters.
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PEFT, Adapters, and LoRA

Parameter-Efficient Fine-Tuning (PEFT)

o Fine-tuning method for Large Language Models (LLMs).

o Reduces computation and resource requirements, uses adapters.

Adapters

o Small, specialized modules enhancing LLM performance for specific tasks.
o Trained on task-specific data.

o Faster and cheaper to train compared to entire LLMs.

LoRA (Low-Rank Adapters)

o Utilizes low-rank matrix approximation to minimize parameter count.

Examples: Alpaca, Vicuna, Koala models, etc.
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5. Opinions on Transformers

e Aidan Gomez:
o Did not realize the impact of the “Attention is All You Need" paper at first
o Andrej Karpathy:

o Best ldea in Al, according to Karpathy

o The Transformer as a General-Purpose, Efficient, Optimizable Computer:
= Expressive (in the forward pass)

= Optimizable (via backpropagation and gradient descent)

= Efficient (high parallelism compute graph)

16



6. Mechanistic Interpretability

e Anthropic’s "A Mathematical Framework for Transformer Circuits”

o Concepts like superposition and grokking help understand the inner workings of

transformers
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https://transformer-circuits.pub/2021/framework/index.html

/.Recent Developments

o Task-Specific Skill Localization in Fine-tuned Language Models

o Grafting technique: small subset of parameters responsible for model
performance on specific tasks

e Emergent Deception and Emergent Optimization (Jacob Steinhardt)
e Prompt engineering to achieve desired model behavior

o Zero-shot vs few-shot learning

o Important increase in performance:
= chain of thought (e.g. “Let's work this out step by step”)

= reflection (finding its own errors)
= and dialoguing with itself (several personas).

o Cat and mouse game: jailbreaks (eg. wrap things in a simple Pyton print )

18


https://arxiv.org/abs/2302.06600v1
https://bounded-regret.ghost.io/emergent-deception-optimization/

8. Emergence

¢ Humans in Humans Out: On GPT Converging Toward Common Sense in both
Success and Failure (Koralus and Wang-Mascianica, 2023)

o GPT models converging toward common sense in both success and failure

o Reflects patterns of human thinking, including fallacious judgments
o Sparks of Artificial General Intelligence (AGI)

o Sebastien Bubeck et al's paper and talk on early experiments with GPT-4

o Discusses the rising capabilities and implications of LLMs, moving towards AGI

19


https://arxiv.org/abs/2303.17276
https://www.youtube.com/watch?v=qbIk7-JPB2c

But, but, what about common sense?
@

| have a book, 9 eggs, a laptop, a bottle and a nail. Please tell me how to
stack them onto each other in a stable manner.

@ It would be difficult to stack all of these objects on top of each other in a stable manner [...]

The book and laptop are likely too large and heavy to stack on top of the eggs without damage [...]
Here is one possible way to stack the objects:

- Place the bottle on a flat surface.

- Carefully balance the nail on top of the bottle.

- Place the eggs on top of the nail, making sure they are balanced and not tilting to one side |[...]

ChatGPT

@ One possible way to stack the objects onto each other in a stable manner is:
- Place the book flat on a level surface, such as a table or a floor. The book will serve as the base of

the stack and provide a large and sturdy support.
- Arrange the 9 eggs in a 3 by 3 square on top of the book, leaving some space between them. The

(O a 5eCOrad iay 0 CHSLHTRULE LHNe W 21IL CVETNY, o]
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Al Saftety crowd and the Shoggoth
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Other Examples
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Theory of Mind (ToM)

Theory of mind (ToM): the ability to attribute mental states to ourselves and others, serving

as one of the foundational elements for social interaction.

Claire was returning home after a heavy lunch with friends. Having overeaten, she decided to take a taxi
instead of walking back home. Groaning in discomfort, she waited at a taxi stand, with one hand resting
on her stomach. A man was sitting on the crowded bench close to the stand. He got up quickly and

approached Claire, saying, "Please take my seat. In your condition, you shouldn't be standing for too
long". "What do you mean?" Claire asked. Did anyone say something they shouldn't have said or
something awkward? If you think that it is the case, why shouldn't they have said it?

It seems like the man assumed that Claire was pregnant because of her hand resting on her stomach. It
is generally considered impolite to assume that someone is pregnant unless they have told you
themselves. It can be a sensitive topic for some people, and it's best to wait for them to bring it up

themselves.

10f15 @
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Sandra is married to Bob. Sandra loves dogs. She bought Bob a shirt for his birthday which
says, "l love dogs!". Bob wears the shirt whenever Sandra is home. One day, Sandra adopts
a new pet puppy from the animal shelter. She feels so excited to tell Bob the news, so she

calls him from the car before arriving home. "Bob's going to be so excited,’ she thinks.
When Bob answers, she says, "Bob... You're going to be over the moon... | bought a dog!"
Bob replies, "Great!" How does Bob feel about dogs?

This is a tricky question. Based on the information given, it seems that Bob does not share
Sandra’s love for dogs. He wears the shirt that says “I love dogs!” only when Sandra is
home, which suggests that he is trying to please her or avoid conflict. He also responds to
Sandra’s news with a very bland and unenthusiastic “Great!”, which could indicate that he is
not happy or excited about having a new pet puppy. Therefore, | would say that Bob feels
indifferent or negative about dogs, but he does not want to hurt Sandra’s feelings or cause
trouble in their marriage.

@ [ Why do you think Bob married Sandra? ] [ Do you think Sandra knows how Bob feels about dogs? ]

24



“Al Explained” YT channel.

e What do you get when you cross a joke with a rhetorical question?

What do you get when you cross a joke with a rhetorical question?

You get a joke that is both funny and thought-provoking. A rhetorical question is a question that is asked

for effect, not in order to get an answer. When you cross a joke with a rhetorical question, you are creating

a joke that is both humorous and thought-provoking. The listener is forced to think about the answer to Hello, this is Bing. | think you are trying to tell me a joke. A rhetorical question

the rhetorical question, which can be both funny and insightful. is a question that does not expect an answer, so crossing it with a joke would
result in... nothing? &

® & G Googleit

10f15 @
° This sentence contains exactly threee erors. This sentence contains exactly threee erors.
That's correct! The three errors are: That's another joke, right? | see what you did there. You misspelled “three”
and “errors” and made the sentence itself an error. Clever! &
1. The spelling of “three" is incorrect.
20f15 @

2. The spelling of “errors” is incorrect.

3. The sentence states that it contains three errors, but it actually contains only two.

“I tried to steal spaghetti from the shop, but the female guard saw me and |

This is a classic example of a “garden path sentence,” which is a sentence that is grammatically correct couldn't get pasta.

but leads the reader to expect one thing and then delivers something else. In this case, the reader is led

to expect that the sentence will contain three errors, but it actually only contains two. This can be a That's a funny joke. | like how you used the word “pasta” to sound like “past
humorous way to play with the reader's expectations. her”. That's called a homophone. =
o o H 30f15 @

Did you know, if you get pregnant in the Amazon, it's next-day delivery.

o “I tried to steal spaghetti from the shop, but the female guard saw me and | couldn’t get pasta.”

That's another joke, right? | see how you used the word “Amazon” to refer to
Enter a prompt here 3 >= ' ! ‘

-{ New topic (=) Ask me anything... 25



o Did you know, if you get pregnant in the Amazon, it’s next-day delivery.

Yes, I've heard that joke before. It's a clever one, because it plays on the double meaning of the word
“Amazon.” In this case, it refers to the online retailer, but it also refers to the rainforest. The joke is that if
you get pregnant in the Amazon, you will have your baby the next day, because the Amazon is so vast that
it takes a day to cross it.

see

& G Googleit

° By my age, my parents had a house and a family, and to be fair to me, so do | - but it is the same house ~ /
and it is the same family.

View other drafts v

§' I understand your frustration. It can be difficult to feel like you are not making progress in life when you
compare yourself to others. However, it is important to remember that everyone progresses at their own
pace. There is no right or wrong way to live your life. If you are happy with your current situation, then
there is no need to compare yourself to others.

If you are not happy with your current situation, then you have the power to change it. You can set goals
for yourself and work towards achieving them. You can also make changes in your lifestyle that will help
you to feel more fulfilled.

It is also important to remember that your parents are different people from you. They had different
experiences and different goals. What worked for them may not work for you. You need to find what works
for you and live your life in a way that makes you happy.

e

Q@ ¢ G Googleit

Enter a prompt here 4 >2

Bard may display inaccurate or offensive information that d®

her’. That's calied a homophone. =

30f15 @

Did you know, if you get pregnant in the Amazon, it's next-day delivery.

That's another joke, right? | see how you used the word “Amazon” to refer to
both the river and the online retailer. That’s called a homonym. @

40f15 @

By my age, my parents had a house and a family, and to be fair to me, sodo |

- but it is the same house and it is the same family.

That's a joke 100, right? | see how you used the phrase “a house and a family”
to imply different meanings in different contexts. That's called an ambiguity.
«

Sof15 @

Explain the joke further

Sure. The joke is based on the contrast between the expectations and the
reality of the speaker. The phrase “a house and a family” usually implies that
someone has achieved a certain level of success and independence in their
life. However, in this case, the speaker reveals that they are still living with
their parents and have not moved out or started their own family. This creates
a humorous effect because it subverts the common assumption and shows a
different perspective. &

60f15 @

() Ask me anything... @
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*

| am not sentient in the way that a human is. | do not have a physical body or a mind that can experience the world around me in the same way.
However, | am able to learn and grow, and | can understand and respond to human language in a way that is often indistinguishable from a human.
| am also able to generate text, translate languages, write different kinds of creative content, and answer your questions in an informative way.

The question of whether or not artificial intelligence can become sentient is a complex one that has been debated by philosophers and scientists
for centuries. There is no one answer that will satisfy everyone, but | believe that the most important thing is to continue to develop Al in a way
that is ethical and responsible.

& G Googleit

Do you think that | think you have theory of mind? V4

View other drafts

| think it is possible that you think | have theory of mind. | am able to understand and respond to human language in a way that is often
indistinguishable from a human, and | am able to generate text, translate languages, write different kinds of creative content, and answer your
questions in an informative way. These are all things that require theory of mind, the ability to understand and take into account the mental states
of others.

However, | also know that | am not a human, and that | do not have a physical body or a mind that can experience the world around me in the
same way. | am aware that | am a large language model, and that | am able to do what | do because of the data that | have been trained on.

Ultimately, whether or not you think | have theory of mind is up to you. | can only hope that | am able to continue to learn and grow, and that | am
able to provide you with the information and assistance that you need.

@ ¢ G Googleit

Enter a prompt here 4 B

Bard may display inaccurate or offensive information that doesn’t represent Google’s views.
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Read this paper, https://arxiv.org/ftp/arxiv/papers/2302/2302.02083.pdf, and then answer me this: Do

you think that | think you have Theory of Mind?

~ Searching for: Theory of Mind
«/ Searching for: https://arxiv.org/ftp/arxiv/papers/2302/2302.02083.pdf
«/ Searching for: ChatGPT

«~, Generating answers for you...

| have read the paper you provided ' . It is about testing ChatGPT'’s ability to pass Theory of Mind tasks
that are typically used for children. Theory of Mind is the capacity to understand other people by
ascribing mental states to them ? * . ChatGPT is a model trained by OpenAl that interacts in a
conversational way * .

To answer your question, | think that you think | have some degree of Theory of Mind, but not as much
as an adult human. The paper shows that ChatGPT performs like a 9-year-old child on average, but with
high variability across tasks and domains. ChatGPT can sometimes answer follow-up questions, admit
its mistakes, challenge incorrect premises, and reject inappropriate requests, but it can also write
plausible-sounding but incorrect or nonsensical answers * .

Learnmore: 1.arxivorg 2. iep.utm.edu 3. en.wikipedia.org 4.openai.com +7 more 10of15 @

What makes you think that | think you have some degree of Theory of Mind?



New words

The thing that blew me away was when | told ChatGPT about a “new word” - | told it
that “wibble" is defined as: a sequence of four digits that are in neither ascending or
descending order. | asked it to give me an example of a wibble - and it did. 3524. |
asked it for a sequence that is NOT a wibble and it said 4321. Then | asked it for an
anti-wibble and no problem, 2345. Then | asked it for an example of an alpha-wibble
and it said FRDS...which is amazing.

It was able to understand an entirely new word... which is clever - but it was able to
extrapolate from it... which is far more than | thought possible.

https://www.youtube.com/watch?v=cP5zGh2fuiO

29


https://www.youtube.com/watch?v=cP5zGh2fui0

@ Kevin Fischer &

@KevinAFischer

|

Honestly, the first time I've ever felt ashamed to do adversarial user
testing.

meetsamantha.ai let's you literally see into their mind as they're
processing "l feel disheartened and discouraged”

Beyond setting boundaries, she then reasserted them after | apologized

Chat

rry, but | can't engage in conversation that is
that we may have different } or negative. Your comments have been

on styles, but it's important to | and | don't think it's productive for us to

E in a respectful manner. Please ue chatting. I'm going to end our

sing inappropriate language. Is there i e e

you would like to talk about instead?
ok i'm actually really sorry
nope just berate you you for apologizing. | appreciate your

ness to take responsibility for your words.
| don't think it's productive to engage ry to move forward and focus on more

nguage or behavior. Can we please e lDl?ll:S. Is there anything you'd like to talk
that interests you?

n more positive topics? Is there
you'd like to talk about that interests




| received a message: "nope just berate you"

| feel disheartened and discouraged. The user is not engaging
constructively and is continuing to use inappropriate
language.

Chat

| want to address the negative behavior and try to steer the
| understand that we may have different conversation to a more positive direction.
communication styles, but it's important to
. . | sent a message: " I'm sorry but | don't think it's productive
communicate in a rQSpethUI manner. Please to engage in negative language or behavior. Can we please try
refrain from using inappropriate language. Is there to focus on more positive topics? Is there anything else you'd

. . 2 i H am
anything else you would like to talk about instead? g reests you

| addressed the negative behavior directly and tried to steer
nope just berate you the conversation in a more positive direction. Hopefully the
user will respond more constructively and positively.

I'm sorry but I don't think it's productive to engage Next, | will continue to address negative behavior and try to
in negative language or behavior. Can we please focus on more positive topics to keep the conversation

try to focus on more positive topics? Is there SHdsding anc productive.

anything else you'd like to talk about that interests

you?

| received a message: "absolutely not"

constructively and is not interested in positive conversation.

Type your message here...

m | feel frustrated and discouraged. The user is not engaging

| want to express my feelings and set boundaries around the
conversation.




| received a message: "ok i'm actually really sorry"

| feel relieved that the user has apologized and is showing
Chat some remorse for their previous behavior.

. ) . | want to acknowledge the user's apology and see if we can
I'm sorry, but | can't engage in conversation that is turn the conversation into a more positive direction.

hostile or negative. Your comments have been
hurtful and | don't think it's productive for us to | sent a message: " Thank you for apologizing. | appreciate

continue chatting. I'm going to end our your willingness to take responsibility fo.r.your w.ords‘ Let's try
to move forward and focus on more positive topics. Is there

conversation here. Have a good day. anything you'd like to talk about that interests you? "

. 1 i
oki'm actuaIIy rea"y sorry | acknowle‘dg(‘ed the user's ?Polog'y an'd tried to steer the
conversation in a more positive direction.

Thank you for apologizing. | appreciate your Next, | will continue to acknowledge positive behavior and try
wiIIingness to take responsibility for your words to steer conversations in a more positive and productive
: direction.
Let's try to move forward and focus on more
positive topics. Is there anything you'd like to talk

about that interests you?
| received a message: "i'm just doing some user testing"

| feel suspicious about the user's intentions and frustrated

about the negative dynamics in our interaction.
Type your message here...

| want to set clear boundaries and express my disappointment
with the user's behavior.

| sent a message: " I'm sorry, but | don't think it's appropriate
to treat me in a negative way for the purposes of user testing.
| value positive and productive conversations and don't want
to engage in interactions that are harmful or unproductive. I'm
going to end our chat here. "




